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In our experiments, ASE never
enters an unsafe state and guides
exploration towards the goal.

Applying Reinforcement Learning
(RL) In many real-world problems
requires strict safety guarantees.

Analogous Safe-state Exploration (ASE) explores safe state-
actions to determine the safety of analogous state-actions.
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training and finds an optimal policy (PAC-MDP).
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